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Abstract

The need for content-based access to image and video information from media archives has captured the attention
of researchers in recent years. Research e0orts have led to the development of methods that provide access to image
and video data. These methods have their roots in pattern recognition. The methods are used to determine the similarity
in the visual information content extracted from low level features. These features are then clustered for generation of
database indices. This paper presents a comprehensive survey on the use of these pattern recognition methods which
enable image and video retrieval by content. ? 2002 Pattern Recognition Society. Published by Elsevier Science Ltd.
All rights reserved.
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1. Introduction

There has been a growing demand for image and video
data in applications due to the signi6cant improvement
in the processing technology, network subsystems and
availability of large storage systems. This demand for vi-
sual data has spurred a signi6cant interest in the research
community to develop methods to archive, query and
retrieve this data based on their content. Such systems,
called content based image (and video) retrieval (CBIR)
systems or visual information retrieval systems (VIRS)
[1], employ many pattern recognition methods devel-
oped over the years. Here the term pattern recognition
methods refer to their applicability in feature extraction,
feature clustering, generation of database indices, and
determining similarity in content of the query and
database elements. Other surveys on techniques for
content based retrieval of image and video have been
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presented in Refs. [2–6]. A discussion on issues relevant
to visual information retrieval and capturing the seman-
tics present in images and video are presented in Ref.
[7]. Applications where CBIR systems can be e0ectively
utilized ranging from scienti6c, medical imaging to
geographic information systems, and video-on-demand
systems among numerous others. Commercial CBIR
systems have been developed by Virage Inc., 1 Media-
Site Inc. 2 and IBM. In this paper we present signi6cant
contributions published in the literature that use pattern
recognition methods for providing content based access
to visual information. In view of the large number of
methods that can perform speci6c tasks in the content
based access to video problem, several researchers have
presented critical evaluations of the state of art in content
based retrieval methods for image and video. An eval-
uation of various image features and their performance
in image retrieval has been done by Di Lecce and Guer-
riero [8]. Mandal et al. [9] present a critical evaluation

1 Virage: http:==www.virage.com.
2 MediaSite: http:==www.mediasite.com.
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Fig. 1. Typical present day image and video database system.

of image and video indexing techniques that operate in
the compressed domain. Gargi et al. [10] characterize
the performance of video shot change detection methods
that use color histogram based techniques as well as
motion based methods in the MPEG 3 compressed and
uncompressed domain.
Research in retrieval of non-geometric pictorial

information began in the early 1980s. A relational data-
base system that used pattern recognition and image
manipulation was developed for retrieving LANDSAT
images [11]. This system also introduced the prelim-
inary concepts of query-by-pictorial-example (QPE),
which has since matured to be better known as
query-by-example (QBE). Since then, the research has
come a long way in developing various methods that
retrieve visual information by its content, which depend
on an integrated feature extraction=object recognition
subsystem. Features such as color, shape and texture are
used by the pattern recognition subsystem to select a
good match in response to the user query. Present day
systems can at best de6ne the visual content with partial
semantics. In essence these are forms of quanti6able
measurements of features extracted from image and
video data. Humans, on the other hand, attach seman-
tic meaning to visual content. While the methods for
extracting=matching images and video remain primar-
ily statistical in nature [12], CBIR systems attach the

3 MPEG: Motion Picture Experts Group—http:==
www.mpeg.org.

annotations to the extracted features for pseudo-semantic
retrieval.
Importance of pattern recognition methods in im-

age and video databases: Image and video databases are
di0erent in many aspects from the traditional databases
containing text information. Image and video data can be
perceived di0erently making it very diLcult to maintain
complete content information of images or video. The
queries would tend to be complex and better expressed
in natural language form. The focus for the computer
vision and pattern recognition community is also to de-
velop methods which can convert the query speci6cation
into meaningful set of query features. A typical present
day image and video database system block diagram is
shown in Fig. 1. The 6gure shows that the database
system has two main points of interface, the database
generation subsystem and the database query subsystem.
Pattern recognition methods are applied in both these
subsystems. The inputs to the database generation sub-
system are image and video data. The necessary features
are extracted from this data and then appropriately clus-
tered to generate indices to be used by the database query
subsystem. The database query subsystem matches a user
query using appropriate features to the indexed elements
of the database.
Although many methods have been developed for

querying images that make use of exotic features ex-
tracted from the visual information, successful methods
need to be 6ne tuned for each application. In traditional
object recognition the expected geometry, shape, tex-
ture, and color of the object are known beforehand. But,
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with a real image and video database system, the data
is sourced from diverse environments. This leads us
to face the reality that a 6xed and a priori decided set
of features will not work well. Also, typical users of
such systems may not be able to comprehend the com-
plex methods used to implement the visual information
retrieval. Hence a more intuitive interface needs to be
given to the users, so that the query can then be mapped
to appropriate parameters for the retrieval subsystem.
All of the above lead to the need for a middle layer
between the user query and the retrieval subsystem that
will translate the query into the use of an appropriate
feature to query the image. This feature should be easily
computable in real time and also be able to capture the
essence of the human query.
The remainder of the paper is organized as follows.

Section 2 describes some of the successful image=video
database systems brieMy. Section 3 discusses some meth-
ods and issues related to similarity matching. We have
separated the discussion on the multimedia database sys-
tems into image database and video database systems.
Section 4 describes the features used and pattern recog-
nition methods employed for image databases. Section
5, on the other hand, describes the classi6cation methods
used for features extracted from video data. We present
conclusions in Section 6.

2. Image and video database systems: examples

Several successful multimedia systems which have
been developed in recent years are described in the litera-
ture. In this section we shall highlight some of the mature
systems, the features they use and the primary classi6ca-
tion method(s) utilized by them. A book by Gong [13]
discusses some of the image database systems. Other sys-
tems are mentioned due to their contributions to the de-
velopment of methods for content based image and video
retrieval in Sections 4 and 5.
Content based retrieval engine (CORE): In Ref. [14],

the authors describe and discuss the requirements of
multimedia information systems. A multimedia informa-
tion system is composed of multimedia objects, de6ned
as a six tuple, for which it must o0er creation, manage-
ment, retrieval, processing, presentation and usability
functions. The authors admit that a multimedia object
is a complex component that is diLcult to describe. It
is audio-visual in nature and hence can have multiple
interpretations. Its description is context sensitive and
hierarchical relationships can be formed between these
objects. Content based retrieval is classi6ed into four
distinct categories; visual retrieval, similarity retrieval,
fuzzy retrieval and text retrieval. Each of these are
addressed in the CORE architecture. It supports color
based and word=phonetics based retrieval. It also sup-
ports fuzzy matching along with a feedback loop for

additional reliability. Two real world systems have been
developed on the CORE concept; Computer Aided Facial
Image Inference and Retrieval (CAFIIR) and System
for Trademark Archival and Retrieval (STAR) [15].
WebSeek: WebSeek 4 is a prototype image and video

search engine which collects images and videos from
the Web and catalogs them. It also provides tools for
searching and browsing [16] using various content based
retrieval techniques that incorporate the use of color,
texture and other properties. The queries can be a combi-
nation of text based searches along with image searches.
Relevance feedbackmechanisms are used to enhance per-
formance.
VideoQ: VideoQ is a web enabled content based video

search system [17]. VideoQ 5 expands the traditional
search methods (e.g., keywords and subject navigation)
with a novel search technique that allows users to search
compressed video based on a rich set of visual features
and spatio-temporal relationships. Visual features include
color, texture, shape, and motion. Spatio-temporal video
object query extends the principle of query by sketch
in image databases to a temporal sketch that de6nes the
object motion path.
Blobworld: Bolbworld 6 is a system for content based

image retrieval by 6nding coherent regions that may cor-
respond to objects [18]. It is claimed that current image
retrieval systems do not perform well in two key areas—
6nding images based on regions of interest (objects) and
presenting results that are diLcult to comprehend since
the system is presented to the user as a black box. The
Blobworld system performs search on parts of an image
which is treated as a group of blobs roughly represent-
ing homogeneous color or texture regions. Each pixel in
the image is described using a vector of 8 entries, the
color in L∗a∗b∗ space, the texture properties of contrast,
anisotropy and polarity and the position (x; y). The image
is treated as mixture of Gaussians and is segmented using
the Expectation-Minimization algorithm. The user can
query Blobworld using simple queries of 6nding images
similar to a selected blob or creating complex queries
using other blobs.
The multimedia analysis and retrieval system

(MARS): The multimedia analysis and retrieval system
(MARS) [19] allows image queries using color, tex-
ture, shape and layout features. 2D color histograms
in the HSV color space are used as the color feature,
texture is represented using the coarseness, contrast and
directionality (CCD) values. Shape based queries are
matched using modi6ed fourier descriptors (MFD). The
layout queries uses a combination of the above features
with respect to the image. The retrieval methods are
Fuzzy Boolean Retrieval, where the distance between

4 WebSeek: http:==www.ctr.columbia.edu=webseek=.
5 VideoQ: http:==www.ctr.columbia.edu=VideoQ.
6 BlobWorld: http:==elib.cs.berkeley.edu=photos=blobworld.
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the query image and the database image is the degree of
membership to the fuzzy set of images that match the
speci6ed feature, and Probabilistic Boolean Retrieval,
which determines the measure of probability that the im-
age matches the user’s information need. Recent updates
to the system include query formulation and expansion
along with relevance feedback.
PicToSeek: The PicToSeek 7 system [20] uses the

color variation, saturation, transition strength, back-
ground and grayness as the indexing features to provide
content based access to images. The system is based on
the philosophy that the color based image indexing sys-
tems published in the literature do not take into account
the camera position, geometry and illumination. The
color transition strength is the number of hue changes
in the image. The HSV color system is selected since
it has the value parameter which represents the image
intensity and which can be extended to provide intensity
invariant matching. A reMection model is constructed for
each object in the image in the sensor space and the pho-
tometric color invariant features are computed that are
used for illumination invariant image retrieval. In their
experiments, histogram cross-correlation provided the
best results. Sub-image matching is provided through the
use color-invariant active contours (snakes). The system
also uses a color invariant gradient scheme for retrieval
of multi-valued images. The PicToSeek system provides
a combination of color, texture and shape features for
image retrieval.
Content-based image retrieval in digital libraries

(C-BIRD): The C-BIRD 8 system presents an illumi-
nation invariant approach to retrieval of color images
through the color channel normalization step [21]. The
color information is reduced from 3 planes by projecting
them onto a single plane connecting the unity values on
the R; G and B color axes. While usage of the chro-
maticity plane provides illumination invariance, it fails
to provide chrominance changes in the illumination.
This is achieved by applying L2 normalization on the
R; G and B vectors formed by taking the value of each
of these components at each pixel location. Histogram
intersection is used for image matching. The histogram
size is reduced by using the discrete cosine transform.
Object search is facilitated through feature localization
and a three step matching algorithm which operates on
image locales that are formed of dominant color regions.
The texture in these regions is determined by computing
the edge separation and directionality, while the shape
is represented using the generalized Hough transform.
Query-by-image-content (QBIC): The query-by-

image-(and video)-content (QBIC) system developed at
IBM Almaden Research Center is described as a set of
technologies and associated software that allows a user

7 PicToSeek: http:==www.wins.uva.nl=research=isis=zomax=.
8 C-BIRD: http:==jupiter.cs.sfu.ca=cbird=.

to search, browse and retrieve image, graphic and video
data from large on-line collections [22]. The system
allows image and video databases to be queried using
visual features such as color, layout and texture that
are matched against a meaningfully clustered database
of precomputed features. A special feature in QBIC is
the use of gray level images where the spatial distri-
bution of gray level texture and edge information is
used. The feature vector thus generated has a very high
dimension (sometimes over 100). QBIC allows QBE
and query-by-user-sketch type queries. Video retrieval
is supported by generation of video storyboards which
consist of representative frames selected from subse-
quences separated by signi6cant changes such as scene
cuts or gradual transitions. Technologies from QBIC are
combined with results from speech recognition research
to form an integrated system called CueVideo [23].
Informedia digital video library: The Informedia Digi-

tal Video Library Project 9 at CarnegieMellon University
is a full Medged digital video library under development
[24]. The developers of the system project that a typical
digital library user’s interests will lie in short video clips
and content-speci6c segments skims. The library devel-
opers have designed methods to create a short synopsis
of each video. Language understanding is applied to the
audio track to extract meaningful keywords. Each video
in the database is then represented as a group of represen-
tative frames extracted from the video at points of signif-
icant activity. This activity may be abrupt scene breaks,
some form of rapid camera movement, gradual changes
from one scene to another, and points in the video where
the keywords appear. Caption text 10 is also extracted
from these frames which add to the set of indices for the
video.
Other systems: Chabot 11 is a picture retrieval system

which uses a relational database management system for
storing and managing the images and their associated tex-
tual data [25]. To implement retrieval from the current
collection of images, Chabot integrates the use of stored
text and other data types with content-based analysis of
the images to perform “concept queries”. The project has
a mix of annotated and un-annotated images, and aims to
develop methods for retrieving them based on color, tex-
ture and shape. The Manchester multimedia system [26]
uses geometric features such as area, perimeter, length,
bounding box, longest chord, etc., of the image objects
as features. VisualGREP [27] is a system for comparing
and retrieving video sequences. The features used by this
system are the color atmosphere represented as color co-
herence vector (CCV), the motion intensity represented
by the edge change ratio (ECR), and presence of frontal

9 Informedia: http:==www.informedia.cs.cmu.edu.
10 Text added in video post-production by graphic editing

machines.
11 Chabot : http:==www.cs.berkeley.edu= ginger=chabot.html.
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face in the image. Cox et al. describe the PicHunter sys-
tem in Ref. [28] that is based on a Bayesian framework
which is used to capture the relevance feedback to im-
prove search results.

3. Similarity measures

This section describes the similarity measures used for
matching visual information and the approaches taken to
improve similarity results. The similarity is determined
as a distance between some extracted feature or a vector
that combines these. The most common scheme adopted
is the use of histograms which are deemed similar if their
distance is less than or equal to a preset distance thresh-
old. Some of the common histogram comparison tests are
described here. In other cases, the features are clustered
based on their equivalency which is de6ned as the dis-
tance between these features in some multi-dimensional
space. The most commonly used distance measures are
the Euclidean distance, the Chamfer distance, the Haus-
dor0 distance, the Mahalanobis distance, etc. The clus-
tering methods commonly used are k-means clustering,
fuzzy k-means, minimum spanning tree (MST), etc. De-
tails on these can be found in a pattern classi6cation text
such as Ref. [29]. A review of statistical pattern recogni-
tion and clustering and classi6cation techniques is cov-
ered in Ref. [30].
If Hcurr and Hprev represent the histograms having

n bins and i is the index into the histograms then the
di0erence between these histograms is given by D as
shown in Eq. (1). Histogram intersection is de6ned as in
Eq. (2) where (when normalized) a value close to 1.0
represents similarity. The Yakimovsky test was proposed
to detect the presence of an edge at the boundary of two
regions. The expression for Yakimovsky Likelihood Ra-
tio is given by Eq. (3), �2

1 and �2
2 are the individual vari-

ances of the histograms while �2
0 is the variance of the

histogram generated from the pooled data. The numbers
m and n are the number of elements in the histogram. A
low value of y indicates a high similarity:

D=
n∑

i=0

|Hcurr(i)− Hprev(i)|; (1)

Dint =
∑n

i=1 min(Hcurr(i); Hprev(i))∑n
i=1 Hprev(i)

; (2)

y=
(�2

0)
m+n

(�2
1)m(�

2
2)n

: (3)

The "2 test for comparing two histograms as proposed by
Nagasaka and Tanaka [31] is given by Eq. (4), where low
value for "2 indicates a good match. The Kolmogorov–
Smirnov test, given by Eq. (5), is based on the cumulative

distribution of the two sets of data. Let CHprev(j) and
CHcurr(j) represent the cumulated number of entities up
to the jth bin of the histograms of the previous and current
frame given by Hprev and Hcurr . A low value of D results
for a good match. The Kuiper test, de6ned in Eq. (6),
is similar to the Kolmogorov–Smirnov test, but is more
sensitive to the tails of the distributions:

"2 =
n∑

i=1

(Hcurr(i)− Hprev(i))2

(Hcurr(i) +Hprev(i))2
; (4)

D=max
j

|CHprev(j)− CHcurr(j)|; (5)

D=max
j

[CHprev(j)− CHcurr(j)]

+max
j

[CHcurr(j)− CHprev(j)]; (6)

d=(I −M)TA(I −M): (7)

The perceptual similarity metric [32], de6ned in Eq. (7),
is similar to the quadratic distance function. Here I and
M are histograms with n bins. Matrix A=[aij] contains
similarity weighting coeLcients between colors corre-
sponding to bins i and j. Other metrics seen in the lit-
erature are the Kantorovich metric (also referred to as
the Hutchison metric) [33], the Choquet integral distance
[34], the Minkowski distance metric given by Eq. (8),
three special cases of the LM metric (L1; L2 and the L∞),
and the Canberra distance metric shown in Eq. (9). The
Czekanowski coeLcient, de6ned in Eq. (10), is appli-
cable only to vectors with non-negative components. In
Eqs. (8)–(10), p is the dimension of the vector x̃i and
xki is the kth element of x̃i [35]:

dM (i; j)=

( p∑
k=1

|(xki − xkj )|M
)1=M

; (8)

dc(i; j)=
p∑

i=1

|xki − xkj |
|xki + xkj |

; (9)

dz(i; j)=1− 2
∑p

k=1 min(xki ; x
k
j )∑p

k=1(x
k
i + xkj )

: (10)

Brunelli and Mich [36] present a study on the e0ective-
ness of the use of histograms in image retrieval. Stricker
[37] has done a study on the discrimination power of the
histogram based color indexing techniques. In his work
hemakes the observation that histogram based techniques
would work e0ectively only if the histograms are sparse.
He also determines the lower and upper bounds on the
number of histograms that 6t in the de6ned color space
and suggests ways to determine the threshold based on
these bounds.
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3.1. Improving similarity results

Content based searches can be classi6ed into three
types, the target search where a speci6c image is sought,
the category search where one or more images from a
category are sought, and the open-ended browsing in
which the user seeks an image by specifying visually
important properties [38]. Histograms and other features
can be used for target searches while open-ended brows-
ing can be achieved by allowing the user to select a
visual item and 6nding other similar visual information.
Relevance feedback has been proposed as a method for
improving category based searches [39–42]. At each
step the user marks the search results as relevant or irrel-
evant to the speci6ed query. The image database learns
from the user response and categorizes the images based
on user input. Meilhac and Nastar [38] present the use
of relevance feedback in category searches. The authors
use Parzen window estimator for density estimation,
the Bayes Inference rule to compute the probability of
relevance versus the probability on non-relevance in the
database. The strategy has been used in SurfImage 12

which is an interactive content-based image retrieval
system.
Minka and Picard [43] observe that it is often diLcult

to select the right set of features to extract to make the im-
age database robust. They use multiple feature models in
a system that learns from the user queries and responses
about the type of feature that would best serve the user.
The problems of using multiple features is reduced by
a multi-stage clustering and weight generation process.
The stages closest to the user are trained the fastest and
the adaptations are propagated to earlier stages improving
overall performance with each use. Classi6cation based
approach using the Fisher Linear Discriminant and the
Karhunen–Loeve transform is described in Ref. [44].

3.2. Determining visual semantics

Santini and Jain [45] present a study on some of the
problems found in attempting to extract meaning from
images in a database. They argue that the image seman-
tics is a poorly de6ned entity. It is more fruitful to derive
a correlation between the intended user semantics and
the simple perceptual clues that can be extracted. It is
contended that the user should have a global view of the
placement of images in the database and also be able to
manipulate its environment in a simple and intuitive way.
They point out that specifying “more texture” and “less
color” is not intuitive to the user in the e0ect it will have
on the database response to the query. This places every
image in the context of other images that, given the cur-
rent similarity criterion, are similar to it. Two interfaces

12 SurfImage Demo: http:==www-rocq.inria.fr=cgi-bin=imedia=
sur6mage.cgi.

are proposed for meaningful results to be possible; viz.,
the direct manipulation interface and the visual concepts
interface.
Direct manipulation allows the manipulation of the im-

age locations in various clusters, thereby forming new se-
mantics and allowing di0erent similarity interpretations.
Such an interface will require three kinds of spaces to
be de6ned; viz., the feature space, the query space and
the display space. When specifying visual concepts, the
user could select equivalent images from the database
and place them in a bucket thus creating new semantics.
The equivalency of the images in the bucket is decided
by the user on a concept meaningful to the current ap-
plication. But this equivalency could be in a high dimen-
sional feature space and mapping this to a display space
could be a challenging task. For such a speci6cation to
be possible the database must allow arbitrary similarity
measures to be accommodated and also be able to make
optimal use of the semantics induced by the use of such
visual concepts.

3.3. Similarity measures

Similarity measures for selecting images based on
characteristics of human similarity measurement are
studied in Ref. [46]. The authors apply results from
human psychological studies to develop a metric for
qualifying image similarity. The basis for their work is
the need to 6nd a similarity measure relatively indepen-
dent of the feature space used. They state that if SA and
SB are two stimuli, represented as vectors in a space of
suitable dimension, then the similarity between the two
can be measured by a psychological distance function
d(SA; SB). They introduce the di0erence between per-
ceived dissimilarity d and judged dissimilarity '. The
two are related by a monotonically decreasing function
g given by '(SA; SB)= g[d(SA; SB)]. The requirements
of the distance function are constancy of self-similarity,
minimality, and symmetrical distance between the
stimuli.
The authors lay the foundation for set-theoretic and

fuzzy set-theoretic similarity measures. They also intro-
duce three operators which are similar in nature to the
and, or and not operators used in relational databases but
are able to powerfully express complex similarity queries.
It is shown that the assumption made by most similarity
based methods that the feature space is Euclidean is in-
correct. They analyze some similarity measures proposed
in the psychological literature to model human similar-
ity perception, and show that all of them challenge the
Euclidean assumption in non-trivial ways. The sugges-
tion is that similarity criteria must work not only for im-
ages very similar to the query, as would be the case for
matching, but for all the images reasonably similar to the
query. The global characteristics of the distance measure
used are much more important in this case.
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The propositions used to assess the similarity are pred-
icates. For textures, a wavelet transform of the image is
taken, and the energy (sum of the squares of the coef-
6cients) in each sub-band is computed and included in
the feature vector. To apply the similarity theory, a lim-
ited number of predicate-like features such as luminosity,
scale, verticality and horizontality are computed. The
distance between two images can be de6ned according
to the Fuzzy Tversky model:

S();  ) =
p∑

i=1

max{+i()); +i( )}

− ,
p∑

i=1

max{+i())− +i( ); 0}

+-
p∑

i=1

max{+i())− +i( ); 0}; (11)

where p is the number of predicates, + is the truth value
vector formed on predicates applied to images ) and  ,
and , and - are constants which decide the importance
of the results.

4. Pattern recognition methods for image databases

The methods described in the literature have been
found to use three types of features extracted from the
image. These features are color based, shape based and
texture based. Some systems use a combination of fea-
tures to index the image database.

4.1. Color based features

Color has been the most widely used feature in CBIR
systems. It is a strong cue for retrieval of images and
also is computationally least intensive. Color indexing
methods have been studied using many color spaces, viz.,
RGB, YUV, HSV, L∗u∗v∗, L∗a∗b∗, the opponent color
space and the Munsell space. The e0ectiveness of using
color is that it is an identifying feature that is local to the
image and largely independent of view and resolution.
The major obstacles that should be overcome to 6nd a
good image match are variation in viewpoint, occlusion,
and varying image resolution. Swain and Ballard [47] use
histogram intersection to match the query image and the
database image. Histogram intersection is robust against
these problems and they describe a preprocessing method
to overcome change in lighting conditions.
In the PICASSO system [48] the image is hierarchi-

cally organized into non-overlapping blocks. The clus-
tering of these blocks is then done on the basis of color
energy in the L∗u∗v∗ color space. Another approach sim-
ilar to the Blobworld project is to segment the image into
regions by segmenting it into non-overlapping blocks of

a 6xed size and merging them on overall similarity [49].
A histogram is then formed for each such region and a
family of histograms describes the image. Image match-
ing is done in two ways—chromatic matching is done by
histogram intersection; and geometric matching is done
by comparing the areas occupied by the two regions. A
similarity score is the weighted average of the chromatic
and geometric matching. Other color based features de-
rived from block based segmentation of the image are
the mean, standard deviation, RMS, skew and kurtosis
of the image pixel I(p) in a window [50]. These are
represented using a 6ve-dimensional feature vector. The
image similarity is then a weighted Euclidean distance
between the corresponding feature vectors. The similar-
ity score using these statistical feature vectors are given
by

Sstat(A; B)=

√√√√ F∑
f=1

wf(df(f; A)− df(f; B))2: (12)

In Eq. (12), df(f; I) denotes the value of distribu-
tion of feature f in image I . F denotes the number
of features used to describe the color distribution and
wf is the weight of the fth feature vector which is
larger for features of smaller variance. Lin et al. [51]
use 2D-pseudo-hidden Markov model (2D-PHMM) for
color based CBIR. The reason for using 2D-PHMM is
its Mexibility in image speci6cation and partial image
matching. 2 1-D HMMs are used to represent the rows
and the columns of the quantized color images. MTuller
et al. [52] present an improvement by combining shape
and color into a single statistical model using HMMs for
rotation invariant image retrieval.
Pass et al. [53] have developed color coherence his-

tograms to overcome the matching problems with stan-
dard color histograms. Color coherence vectors (CCV)
include spatial information along with the color density
information. Each histogram bin j is replaced with a tuple
(,j; -j), where , is the number of pixels of the color in
bin j that are coherent, or belong to a contiguous region
of largely that color. The - number indicates the number
of incoherent pixels of that color. They also propose the
use of joint histograms for determining image similarity.
A joint histogram is de6ned as a multi-dimensional his-
togram where each entry counts the number of pixels in
the image that describe some particular set of features
such as color, edge density, texture, gradient magnitude
and rank. Huang et al. [54] propose the use of color cor-
relograms over CCVs. A color correlogram expresses the
spatial correlation of pairs of colors with distance. It is
de6ned as

2(k)ci ;cj (I)
�
= Pr

p1∈Ici
p2∈I

[p2 ∈Icj | |p1 − p2|= k]: (13)
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Eq. (13) gives the probability that, in the image I, the
color of the pixel p2 at distance k from the pixel p1

with color ci will be cj. This includes the information of
the spatial correlation between colors in an image, thus
making it robust against change of viewpoint, zoom-in,
zoom-out, etc.
Tao and Grosky [55] propose using Delauney trian-

gulation based approach to classifying image regions
based on color. Cinque et al. [56] use spatial-chromatic
histograms for determining image similarity. Each entry
in this histogram consists of a tuple with three entries,
the probability of the color, the baricenter of the pix-
els with the same color which is akin to the centroid,
and the standard deviation in the spread of the pixels
of the same color in the image. The image matching
is done by separately considering the color and spatial
information about the pixels in a weighted function.
Chahir and Chen [57] segment the image to determine
color-homogeneous objects and the spatial relation-
ship between these regions for image retrieval. Smith
and Li [58] use composite region templates (CRTs)
to identify and characterize the scenes in the images
by spatial relationships of the regions contained in the
image. The image library pools the CRTs from each
image and creates classes based on the frequency of
the labels. Bayesian inference is used to determine
similarity. Brambilla et al. [59] use multi-resolution
wavelet transforms in the modi6ed L∗u∗v∗ space to
obtain image signatures for use in content based image
retrieval applications. The multi-resolution wavelet
decomposition is performed using the Haar wavelet
transform by 6ltering consecutively along horizontal
and vertical directions. Image similarity is determined
through a supervised learning approach.
Vailaya et al. [60] propose classi6cation of images into

various classes which the can be easily identi6ed. They
use the Bayes decision theory to classify vacation pho-
tographs images into indoor versus outdoor and scenery
versus building images. The class-conditional probabil-
ity density functions are estimated under a vector quan-
tization (VQ) framework. MDL-type principle is used to
determine the optimal size of the vector codebook. An-
droutsos et al. [61] drive home the importance of being
able to specify colors which should be excluded from the
image retrieval query. Most color based image retrieval
systems allow users to specify colors in the target image,
but do not handle speci6cations for color exclusion. The
authors index images on color vectors in the RGB color
space de6ning regions in the image. The similarity met-
ric is based on the angular distance between the query
vector and the target vector and is given by

-(xi; xj) = exp
(
−,
(
1−

[
1− 2

3
cos−1

(
xi · xj
|xi| |xj|

)]

×
[
1− |xi − xj|√

3:2552

]))
: (14)

In Eq. (14), xi and xj are the three-dimensional color
vectors being compared, , is a design parameter and 2=3
and

√
3:2552 are normalizing factors. A vector de6n-

ing the minimum such distances for each query color is
formed. This vector then de6nes the multi-dimensional
query space. From the target images selected by this pro-
cess those images which have minimum distance to the
excluded colors are then removed:

DM
q; i = |f̃q − f̃i|=

∑
R;G;B

|+q − +i|; (15)

DE
q; i =

√
(f̃q − f̃i)2 =

√∑
R;G;B

(+q − +i)2: (16)

While histogram and other matching methods are very
e0ective for color based matching, color cluster pro-
vides a healthy alternative to it. In Refs. [62–64],
several approaches to color based image retrieval are
discussed. The distance method uses a feature vector
which is formed of the mean values obtained from the
1-D histograms (normalized for the number of pix-
els) of each color component R;G and B given by
f̃=(+R; +G; +B), where +i is the mean of the distribution
of color component i. The distance between the query
image q with feature vector f̃q and the database image
i with feature vector f̃i is computed using the Manhat-
tan distance measure, given by DM

q; i, and the Euclidean
distance measure, given by DE

q; i, as shown in Eqs. (15)
and (16), respectively. If all the colors of the images
in the database could be perceptually approximated, the
reference color method can be used. In this case the
feature vector is given by f̃=(51; 52; : : : ; 5n), where 5i

is the relative pixel frequency of the reference color i. A
weighted Euclidean distance measure is used to compute
the similarity between the query image and the database
image. The drawback of the reference color table based
method is that one has to know all the colors of all the
images in the database. This makes modi6cations to the
database diLcult and is also infeasible for real world
images and large archives. In Ref. [63], the authors
present a color clustering based approach, in the L∗u∗v∗
space, to determination of image similarity. Such ap-
proaches are good for images with few dominant colors.
Two classi6ers are discussed for image matching, the
minimum distance classi6er adjusted for pixel popula-
tion and a classi6er based on the Markov random 6eld
process. The latter uses the spatial correlation property
of image pixels. This method was found to be an im-
provement over methods proposed earlier and does very
well on color images without requiring a priori infor-
mation about the images. Kankanhalli et al. [65] present
a method for combing color and spatial clustering for
image retrieval. Some other methods for clustering color
images can be found in Refs. [66,67]. A comparison and
study of color clustering on image retrieval is presented
in Refs. [68,69].
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Hierarchical color clustering has been proposed as a
more robust approach to indexing and retrieval of images
[70,71]. Several problems have been identi6ed with tra-
ditional histogram based similarity measures. The com-
putational complexity is directly related to the histogram
resolution. Color quantization reduces this complexity,
but also causes loss of information and su0ers from in-
creased sensitivity to quantization boundaries. Wang and
Kuo [70] develop a hierarchical feature representation
and comparison scheme for image retrieval. The simi-
larity between images is de6ned as the distance between
the features at the kth resolution.

4.2. Shape based features

Di0erent approaches are taken for matching shapes
by the CBIR systems. Some researchers have projected
their use as a matching tool in QBE type queries. Oth-
ers have projected its use for query-by-user-sketch type
queries. The argument for the latter being that in a user
sketch the human perception of image similarity is in-
herent and the image matching sub-system does not need
to develop models of human measures of similarity. One
approach adopts the use of deformable image templates
to match user sketches to the database images [72–74].
Since the user sketch may not be an exact match of the
shape in the database, the method elastically deforms the
user template to match the image contours. An image
for which the template has to undergo minimal deforma-
tion, or, loses minimum energy, is considered as the best
match. A low match means that the template is lying in
areas where the image gradient is 0. By maximizing the
matching function and minimizing the elastic deforma-
tion energy, a match can be found. The distance between
two images (or image regions) is given by

D(T; I; u) =
∫ ∫

S
(Tu1(x1; x2); u2(x1; x2))

− I(x1; x2))
2 d(x1; x2); (17)

J(f) =
∫ ∫

S
((fx1x1 )

2 + 2(fx1x2 )
2

+ (fx2x2 )
2) d(x1; x2); (18)

F=+(J(u1) +J(u2)) +D(T; I; u): (19)

In Eq. (17), x1 and x2 are coordinate of some point
on the grid on surface S, u=(u1; u2) de6nes the de-
forming function causing the template and the target
image to match, resulting in new coordinates given by
u1(x1; x2) and u2(x1; x2) for template T and image I .
The total amount of bending of the surface de6ned by
(x1; x2; f(x1; x2)) is measured as in Eq. (18). The defor-
mation energy is thus J(u1) + J(u2). The balance be-
tween the amount of warp and the energy associated with

it is given by Eq. (19), where + controls the sti0ness of
the template. Adoram and Lew [75] use gradient vector
Mow (GVF) based active contours (snakes) to retrieve
objects by shape. They note that deformable templates
are highly dependent on their initialization and are un-
able to handle concavities. The authors present results by
combining GVF snakes with invariant moments. GTunsel
and Tekalp [76] de6ne a shape similarity based directly
on the elements of the mismatch matrix derived from the
eigenshape decomposition. A proximity matrix is formed
using the eigenshape representation objects. The distance
between the eigenvectors of the query and target ob-
ject proximity matrices forms the mismatch matrix. The
elements of the mismatch matrix indicate the matched
feature points. These are then used to determine the
similarity between the shapes.
A di0erent approach to CBIR based on shape has been

through use of implicit polynomials for e0ective rep-
resentation of geometric shape structures [77]. Implicit
polynomials are robust, stable and exhibit invariant prop-
erties. The method is based on 6xing a polynomial to a
curve patch. A vector consisting of the parameters of this
curve is used to match the image to the query. A typi-
cal database would contain the boundary curve vectors at
various resolutions to make the matching robust. Alferez
and Wang [78] present a method to index shapes which
is invariant to aLne transformations, rigid-body motion,
perspective transforms and change in illumination. They
use a parameterized spline and wavelets to describe the
objects. Petrakis and Milios [79] use a dynamic pro-
gramming based approach for matching shapes at various
levels of shape resolution. Mokhtarian and Abbasi [80]
apply the curvature scale space based matching for re-
trieval of shapes under aLne transform.
Sharvit et al. [81] propose the use of shock structures

to describe shapes. The describe the symmetry-based
representation as one which retains the advantages of the
local, edge-based correlation approaches, as well as of
global deformable models. It is termed as an intermediate
representation. Two bene6ts of this approach have been
outlined; the computation of similarity between shapes
and the hierarchical symmetries captured in a graph struc-
ture. Rui et al. [82] propose the use of multiple matching
methods to make the retrieval robust. They de6ne the re-
quirements of the parameter as invariance and compact
form of representation. The authors de6ne a modi6ed
Fourier descriptor (MFD) which is an interpolated form
of the low frequency coeLcients of the Fourier descrip-
tor normalized to unit arc-length. They also calculate
the orientation of the major axis. The matching of the
images is then done using the Euclidean distance, MFD
matching, Chamfer distance and Hausdor0 distance.
Although these matching tools have been used in this
system, they can also be used to match shapes which
have been speci6ed using other appropriate descriptors.
Jain and Vailaya present a study of shape based retrieval
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methods with respect to trademark image databases
[83]. An invariant-based shape retrieval approach has
been presented by Kliot and Rivlin [84]. Semi-local
multi-valued invariant signatures are used to describe
the images. Such representation when used with contain-
ment trees, a data structure introduced by the authors,
allows for matching shapes which have undergone a
change in viewpoint, or are under partial occlusion. It
also allows retrieval by sketch. The invariant shape repa-
rameterization is done by applying various transforms
(translation, rotation, scale) to the curve signature.
Translation, rotation and scale invariance, which is im-

perative for shape based retrieval, can also be achieved
through the use of Fourier–Mellin descriptors. Derrode
et al. [85] base their system on these and describe them
to be stable under small shape distortions and numeri-
cal approximations. The analytical Fourier–Mellin trans-
form (AFMT) is used to extract the Fourier–Mellin de-
scriptors. For an irradiance function f(r; 7) representing
a gray level image over R2 and the origin of the polar
coordinates located over the image centroid, the AFMT
of f is given in Eq. (20). For all k in Z , v in R, and
�¿ 0, f is assumed to be square summable under the
measure dr d7=r:

M�
f(k; v)=

1
23

∫ 1

0

∫ 23

0
f(r; 7)r�−ive−ik7 dr

r
d7: (20)

4.3. Texture based features

The visual characteristics of homogeneous regions of
real-world images are often identi6ed as texture. These
regions may contain unique visual patterns or spatial
arrangements of pixels which gray level or color in a
region alone may not suLciently describe. Typically,
textures have been found to have strong statistical and=or
structural properties. The textures have been expressed
using several methods. One system uses the quadrature
mirror 6lter (QMF) representation of the textures on
a quad-tree segmentation of the image [86]. Fisher’s
discriminant analysis is the used to determine a good
discriminant function for the texture features. The
Mahalanobis distance is used to classify the features. An
image can be described by means of di0erent orders of
statistics of the gray values of the pixels inside a neigh-
borhood [87]. The features extracted from the image his-
togram, called the 6rst order features, are mean, standard
deviation, third moment and entropy. The second order
features are homogeneity, contrast, entropy, correlation,
directionality and uniformity of the gray level pixels.
Also included is the use of several other third order
statistics from run-length matrices. A vector composed
of these features is then classi6ed based on the Euclidean
distance.
The Gabor 6lter and wavelets can also be used to

generate the feature vector for the texture [88]. The

assumption is that the texture regions are locally ho-
mogeneous. The feature vector is then constructed from
multiple scales and orientations comprising of the means
and standard deviations at each. Other work done by
Puzicha et al. [89] uses Gabor 6lters to generate the im-
age coeLcients. The probability distribution function of
the coeLcients is used in several distance measures to
determine image similarity. The distances used are the
Kolmogorov–Smirnov distance, the "2-statistic, the Jef-
fery divergence, weighted mean and variance among oth-
ers. Mandal et al. [90] propose a fast wavelet histogram
technique to index texture images. The proposed tech-
nique reduces the computation time compared to other
wavelet histogram techniques. A rotation, translation and
scale invariant approach to content based retrieval of
images is presented by Milanese and Cherbuliez [91].
The Fourier power spectra coeLcients transformed to
logarithmic–polar coordinate system are used as the im-
age signature for image matching. The image matching
is done using the Euclidean distance measure. Strobel et
al. [92] have developed a modi6ed maximum a posteriori
(MMAP) algorithm to discriminate between hard to sep-
arate textures. The authors use the normalized 6rst order
features, two circular Moran autocorrelation features and
Pentland’s fractal dimension to which local mean and
variance has been added. The Euclidean distance metric
is used to determine the match. To decorrelate the fea-
tures the singular value decomposition (SVD) algorithm
is used.
In the Texture Photobook due to Pentand et al. [93]

the authors use the model developed by Liu and Picard
[94] based on the Wold decomposition for regular sta-
tionary stochastic processes in 2D images. This model
generates parameters that are close if the images are sim-
ilar. If the image is treated as a homogeneous 2D discrete
random 6eld, then the 2D Wold like decomposition is
a sum of three mutually orthogonal components which
qualitatively appear as periodicity, directionality and ran-
domness, respectively. The Photobook consist of three
stages. The 6rst stage determines if there is a strong pe-
riodic structure. The second stage of processing occurs
for periodic images on the peaks of their Fourier trans-
form magnitudes. The third stage of processing is applied
when the image is not highly structural. The complexity
component is modeled by use of a multi-scale simultane-
ous autoregressive (SAR) model. The SAR parameters
of di0erent textures are compared using the Mahalanobis
distance measure.

4.4. Combination of features

Several approaches take advantage of the di0erent
features by applying them together. The features are of-
ten combined into a single feature vector. The distances
between the images is then determined by the distance
between the feature vectors.
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Zhong and Jain [95] present a method for combining
color, texture and shape for retrieval of objects from an
image database without preindexing the database. Im-
age matching is done in the discrete cosine transform
(DCT) domain (assuming that the stored images are in
the JPEG 13 format). Color and texture are used to prune
the database and then deformable template matching is
performed for identifying images that have the speci6ed
shape. Mojsilovic et al. [96] propose a method which
combines the color and texture information for matching
and retrieval of images. The authors extract various fea-
tures such as the overall color, directionality, regularity,
purity, etc., and build a rule based grammar for identify-
ing each image:

wi =
(
0:5 +

0:50
max{0}

)
log
(
N
n

)
; (21)

S(Q;D)=
∑t

k=1 min{wQk ; wIk}∑
k=1 twQk

: (22)

The PicToSeek system developed by Gevers and Smeul-
ders uses a combination of color, texture and shape
features for image retrieval. The images are described by
a set of features and the weights associated with them.
The weights are computed as the product of the features’
frequency times the inverse collection frequency factor,
given by Eq. (21), where feature frequency is given
by 0, N is the number of images in the database, and
n denotes the number of images to which a feature
value is assigned. The image similarity is determined by
Eq. (22), where Q is the query image vector of fea-
tures as associated weights and D is the database image
vector; each having t features.
Scarlo0 et al. [97] propose combining visual and tex-

tual cues for retrieval of images from the World Wide
Web. Words surrounding an image in a HTML docu-
ment or those included in the title, etc., may serve to
describe the image. This information is associated with
the image through the use of the latent semantic indexing
technique. Normalized color histogram in the quantized
L∗u∗v∗ space and texture orientation distribution using
steerable pyramids form cues that are used to visually
describe each image. The aggregate visual vector is com-
posed of 12 vectors that are computed by applying color
and texture features from on the entire image and 6ve
sub-image regions. It is assumed that the vectors are in-
dependent and have a Gaussian distribution. SVD is ap-
plied for these vectors over a randomly chosen subset of
the image database and the average and covariance val-
ues for each subvector is computed. The dimensionality
of the vector components is reduced by using principal
component analysis. The 6nal global similarity measure
is a linear combination of the text and visual cues in

13 JPEG: Joint Photographic Experts Group—http://www.
jpeg.org.

normalized Minkowski distance. Relevance feedback is
used to weight queries. Berman and Shapiro describe a
Mexible image database system (FIDS) [98] with an aim
to reduce the computation time required to calculate the
distance measures between images in a large database.
FIDS presents the user with multiple measures for deter-
mining similarity and presents a method for combining
these measures. The triangle inequality is used to min-
imize the index searches which are initially performed
using keys which describe certain image features. The
distance measures in FIDS compare the color, local bi-
nary partition texture measure, edges, wavelets, etc.

5. Pattern recognition methods for video databases

Pattern recognition methods are applied at several
stages in the generation of video indices and in video
retrieval. Video data has the feature of time in addi-
tion to the spatial information contained in each frame.
Typically, a video sequence is made up of several
subsequences, which are uniform in overall content
between their start and end points marked by cuts or
shot changes. A scene change is de6ned as a point
when the scene content changes, e.g. indoor to outdoor
scene. Some times these end points may also be gradual
changes, called by the generic name gradual transitions.
Gradual transitions are slow changes from the scene in
one subsequence to the next that are further classi6ed
as blends, wipes, dissolves, etc. Thus, a video database
can be indexed at the cut (or transition) points. Some
methods cluster similar frames while others take the
approach of 6nding peaks in the di0erence plot. This
process of 6nding scene changes in a video sequence is
also called indexing. Some methods go beyond this step
by determining the camera motion parameters and clas-
sifying it as zooms, pans, etc. It has been observed that
if the subsequences in the video clips can be identi6ed
and the scene change points marked, then mosaicing
the data within a subsequence can provide a necessary
representation for eLcient retrieval. A video storyboard
can be created by selecting a representative (key) frame
from each shot. Visualization of the pictorial content
and generation of story boards has been presented by
Yeung and Yeo [99]. They de6ne video visualization as
a joint process of video analysis and subsequent gener-
ation of representative visual presentation for viewing
and understanding purposes.

5.1. Video shot detection techniques

The simplest, and probably the most noisy, method
for detecting scene changes is performing a pixel level
di0erencing between two succeeding video frames. If
the percentage change in the pixels is greater than a
preset threshold, then a cut is declared. Another simple
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method is to perform the likelihood ratio test [3], given by
Eq. (23). In this, each frame is divided into k equally
sized blocks. Then, the mean (+) and variance (�2) for
each block is calculated. If the likelihood 5 is greater than
a threshold T , then the count of the blocks changed is
incremented. The process is repeated for all the blocks.
If the number of blocks changed is greater than another
threshold TB, then a scene break is declared. This method
is a little more robust than the pixel di0erencing method
but is insensitive to two blocks being di0erent yet having
the same density functions:

5=
[((�2

i + �2
i+1)=2) + ((+i − +i+1)=2)2]2

�2
i ∗ �2

i+1
: (23)

Many methods have been developed that use the color
and=or intensity content of the video frame to classify
scene changes [100]. Smith and Kanade [24] describe
the use of comparative histogram di0erence measure for
marking scene breaks. The peaks in the di0erence plot are
detected using a threshold. Zabih et al. [101] detect cuts,
fades and dissolves by counting the new and old edge
pixels. Hampapur et al. [102] use chromatic scaling to
determine the locations of cuts, dissolves, fades, etc. Kim
et al. [103] present an approach to scene change detection
by applying morphological operations on gray scale and
binarized forms of the frames in a video sequence.
DCT coeLcients from compressed video frames are

also used to determine dissimilarity between frames
[104–110]. One method applies standard statistical mea-
sures such as the Yakimovsky test, "2 test, and the
Kolmogorov–Smirnov test to the histograms of average
block intensities to detect shot changes. Another uses
the error power of the frame as a feature to determine
di0erences with other frames. The ratio of intra-coded
macroblocks to inter-coded macroblocks and the ratio
of backward prediction motion vectors to forward pre-
diction motion vectors can also be used to detect shot
changes in P- and B- frames. An intensity di0erence
plot can also be used to detect gradual transitions. For
these the ideal curve is parabolic. A dip in curve marks
the center of dissolve. A curve is expected because the
variance of frame intensity gradually increases, then
stabilizes and gradually decreases into the new shot.
Hanjalic and Zhang [111] choose to minimize the

average detection error probability criterion for detecting
shot changes in video. The problem is reduced to deciding
between two hypotheses; No shot boundary or shot
boundary. They present a statistical framework for de-
tecting shots and a variety of gradual transitions. The
a priori information to be used in the error probabil-
ity function is derived from statistical studies of shot
lengths of a large number of motion pictures. These are
6t to the Poisson function that is controlled by a param-
eter which is varied for di0erent video types. Other shot
detection methods are found in Refs. [112–116]. A com-

parison of various shot detection metrics is presented in
[10,117–119].

5.2. Motion based video classi*cation

The methods described in this section detect motion
from compressed and uncompressed video. The motion
information is used to detect shot changes (cuts), detect
activity in the video or detect camera motion parame-
ters (such as zooms, pans, etc.). Video sequences can be
temporarily segmented into shots using local and global
motion features. These features can then be used for de-
termining shot similarity [120].
Akutsu et al. [121] have developed a motion vector

based video indexing method. Motion vectors refer to the
vector generated by a feature moving from one location
in a frame to another location in a succeeding frame. Cut
detection is based on the average inter-frame correlation
coeLcient based on the motion vectors. Two methods
are proposed to determine the coeLcient. The 6rst is the
inter-frame similarity based on motion. The other value
is the ratio of velocity to the motion distance in each
frame which represents motion smoothness. Camera
operations are detected by applying motion analysis to
the motion vectors using the Hough transform. A spa-
tial line in the image space is represented as a point in
the Hough space. Conversely, a sinusoid in the Hough
space represents a group of lines in the image space
intersecting at the same point. In this case, the lines
intersect at the convergence=divergence point of the
motion vectors. Thus, if the Hough transform of the
motion vectors is least squares 6t to a sinusoid, the point
of divergence=convergence of vectors indicates the type
of camera motion. Another method for detecting video
zooms through camera motion analysis is presented by
Fischer et al. [122]. Other block based motion estimation
techniques for detecting cuts that operate on uncom-
pressed video can be found in Refs. [123,124]. In the
Informedia Project [24] trackable features of the object
are used to form Mow vectors. The mean length, mean
phase and phase variance of the Mow vectors determine
if the scene is a static scene, pan or a zoom. MPEG
motion vectors are also used to detect the type of cam-
era motion [106,125]. MPEG motion Mow extraction is
simple and fast compared to optical Mow and is suited
for dense motion Mows since each motion vector is for
a 16× 16 sub-image. Fatemi et al. [126] detect cuts and
gradual transitions by dividing the video sequence into
(overlapping) subsequence of 3 consecutive frames with
a fourth predicted frame.
Naphade et al. [127] use the histogram di0erence

metric (HDM) and the spatial di0erence metric (SDM)
as features in k-means clustering. They contend that
a shot change occurs when both these values are rea-
sonably large. GTunsel and Tekalp [128] use the sum of
the bin-to-bin di0erences in the color histograms of the
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current and the next frame and the di0erence between
the current frame histogram and the mean of the his-
tograms of previous k frames to determine shot changes
and select keyframes. If either component for a given
frame is greater than the threshold, then it is labeled
as a keyframe. A shot change is determined if the 6rst
component is greater than the threshold. The threshold
is determined automatically by treating the shot change
detection as a two class problem originally used to
binarize images. Deng and Manjunath [129] describe
the video object based recognition system NeTra-V.
The system operates on MPEG compressed videos and
performs region segmentation based on color and texture
properties on I-frames. These regions are then tracked
across the frames and a low level region representation
is generated for video sequences:

Mp;q[I ](m)=
∑
k;l

I(k; l)'(m+ qk − pl): (24)

Coudert et al. [130] present a method for fast analysis
of video sequences using the Mojette transform given
by Eq. (24), where I(k; l) denotes the image pixel, '
is the Dirac function and m is the Mojette index. The
direction of the projection is determined by integers p
and q given by tan(’)=− p=q. In essence M (m) is the
summation of intensity pixels along the line de6ned by
m− qk + pl=0. The transform is a discrete version of
the Radon transform. Motion is estimated by the pro-
jected motion in the transform domain. The analysis is
performed on the 1D representation of the image. DaWgtaXs
et al. [131] present motion based video retrieval methods
based on the trajectory and trail models. In the case of the
trajectory model, the describe methods to retrieve objects
based on the location, scale and temporal characteristics
of trajectory motion. For retrieval of video clips indepen-
dent of the temporal characteristics of the object motion,
the trail based model is proposed. The approach uses the
Euclidean distance measure and the Fourier transform
for convolution.
Wu et al. [132] present an algorithm for detecting

wipes in a video sequence. Wipes are used frequently
in television news programs to partition stories. Detect-
ing such graphic e0ects is useful for abstracting video.
The method sums up the average pixel di0erence in DC
images extracted from MPEG compressed video in the
direction orthogonal to the wipe. A wipe creates a plateau
in the di0erence plot which can be detected using stan-
dard deviation. Corridoni and Del Bimbo [133] present
methods for indexing movie content by detecting special
e0ects such as fades, wipes, dissolves and mattes. Fades
and dissolves are modeled as the change in pixel inten-
sity over the duration of the fade or dissolve. Wipes are
detected by applying cut detection techniques to a series
of frames and analyzing the di0erence graph. Mattes are
treated as a special case of dissolves. A comparison of

several methods for detection of special e0ects is covered
in Ref. [134].

5.3. Video abstraction

Once the shot and scene changes in a video are de-
tected, the camera and object motion characterized, it is
necessary to select keyframes from the scenes or shots
to generate a video storyboard. Hence, the research com-
munity has turned its attention to the problem of selec-
tion of keyframes. It is important to note that selecting
a 6xed frame from every shot is not a complete solu-
tion to the problem of video classi6cation or abstraction.
It is necessary to select keyframes from the salient shot
changes only. A comprehensive study on existing meth-
ods for determining keyframes and an optimal clustering
based approach is presented in Ref. [135].
Yeung et al. [136] use time-constrained clustering

and scene transition graph (STG) to group similar shots
together provide the basis for story analysis. Video is
segmented into shots which are then clustered based on
temporal closeness and visual similarity. The STGs are
then used for forming the story units in videos. Rui et
al. [137] take a more generalized approach to clustering
similar shots. The approach is to determine visual simi-
larity between shots and the temporal di0erence between
shots. The overall similarity between shots is a weighted
sum of the shot color similarity and the shot activity
similarity.
Lienhart et al. [138] use video abstraction methods for

classifying movies. Subsequent to shot segmentation, the
movie subsequences are clustered together based on color
similarity. Scene information is extracted based on audio
signals and associated dialog. Special events such as ex-
plosions, close-up shots of actors, gun6re, etc., and credit
titles are extracted for indexing the movie. Corridoni and
Del Bimbo [133] also form a structured representation of
movies. Their approach detects shot changes and grad-
ual transitions such as fades, dissolves, wipes and mattes.
Methods to separate commercials from television broad-
casts have been presented in Refs. [139–141].
Zhuang et al. [142] use unsupervised clustering to clus-

ter the 6rst frame of every shot. The keyframes within
each cluster provide a notion of similarity while provid-
ing indices into the video. Hanjalic et al. [143] break
video sequences into logically similar segments based on
visual similarity between the shots. The similarity is de-
termined between shots by registering the similarity be-
tween MPEG-DC frames using the L∗u∗v∗ color space.
In related work [135] present a method for determining
the optimal number of clusters for a video. Each frame in
the video is described by a D-dimensional feature vector.
The value of D is dependent on the sequence length. The
video is initially clustered into N clusters whose value
is determined from the lengths of the video sequences
in the database. In order to 6nd an optimal number of
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clusters, the authors perform cluster validity analysis and
present a cluster separation measure given by Eq. (25):

>(n)=
1
n

n∑
i=1

max
16j6n∧i �=j

(
?i + ?j

+ij

)
; n¿ 2; (25)

where,

?i =

{
1
Ei

Ei∑
k=1

|)̃(k | k ∈ i)− )̃(ci)|@i
}1=@1

;

+ij =

{
D∑

A=1

|’A(ci)− ’A(cj)|@2
}1=@2

:

Here Ei and ?i are number of elements and the disper-
sion of cluster i having centroid ci, respectively. +ij is
the Minkowski metric characterizing centroids of clus-
ters i and j. 1; : : : ; N clusters are under consideration. )̃ is
the D-dimensional feature vector containing features ’A.
Di0erent metrics are obtained for parameters @1 and @2.
The suitable cluster structure for a video is determined by
analyzing the normalized curve of >(n). The keyframes
are then selected by choosing the frames closest to the
cluster centroid.
Chen et al. [144] describe ViBE, a video indexing

and browsing environment. Video indexing is performed
using generalized traces. A generalized trace is a high
dimensional feature vector containing histogram inter-
section for each of the YUV color components with re-
spect to the previous frame, their standard deviation for
the current frame, and statistics from the MPEG stream
about the number of intracoded, forward predicted and
bidirectionally predicted macroblocks. This feature vec-
tor is used in a binary regression tree to determine shot
boundaries. Each shot is then represented using a shot
tree formed using the Ward’s clustering algorithm also
known as the minimum variance method. A similarity
pyramid of shots is formed to aid browsing. Bouthemy
et al. [145] describe the DiVAN project, which aims at
building a distributed architecture for the managing and
providing access to large television archives and has a
part of it devoted to automatic segmentation of video.
The video sequence is segmented into shots and grad-
ual transitions along with camera motion analysis. Dom-
inant colors are used to index keyframes. Chang et al.
[146] present a keyframe selection algorithm based on
the semi-Hausdor0 Distance which is de6ned in Eq. (26),
where glb represents the greatest lower bound, B is the
error bound and A; B ⊂ " are two point sets in metric
space ("; d) where d is a prede6ned distance function.
The authors also present keyframe extraction algorithms
based on the keyframe selection criterion and methods

to structure video for eLcient browsing:

dSH (A; B)= glb{B |A ⊂ U (B; B)}; (26)

where

U (B; B)=
⋃
x∈B

Bd(x; B);

Bd(x; B)= {y |d(x; y)6 B}:
Sahouria and Zakhor [147] present methods to describe
videos using principal component analysis and generate
high level scene description without shot segmentation.
They also use HMMs to analyze the motion vectors ex-
tracted fromMPEG P-frames to analyze sport sequences.
Vasconcelos and Lippman [148] develop statistical mod-
els for shot duration and shot activity in video. These
models are described as the 6rst steps towards the se-
mantic characterization of video. The authors develop
Bayesian procedures for the tasks of video segmenta-
tion and semantic characterization since the knowledge
of the video is available as prior knowledge from the shot
activity.

5.4. Video retrieval

Video shot segmentation and abstraction are two parts
of a larger problem of content based video retrieval.
Once the video has been segmented into shots which
may be represented by keyframes, scene transition graphs
or multi-level representations, it is necessary to provide
methods for similarity based retrieval. Jain et al. [149]
present a method for retrieval of video clips which may
be longer than a single shot. The methods allow retrieval
based on keyframe similarity, akin to the image database
approach. A video clip is then generated as a result by
merging shot boundaries of those shots whose keyframes
are highly similar to the query speci6cation. In another
approach subsampled versions of video shots are com-
pared to a query clip. Image database matching tech-
niques are extended for content based video retrieval in
Ref. [150]. Fuzzy classi6cation and relevance feedback
is used for retrieval. A multi-dimensional feature vector
is formed from color and motion segmentation of each
video frame that is used to construct a vector and extract
key shots and keyframes.

5.5. Performance evaluation of video shot detection
methods

When a number of methods exist for performing a
certain task, it is necessary to determine which method
performs well on a generalized data set. Towards this,
we have conducted a thorough evaluation of video shot
segmentation methods that use color, motion and com-
pression parameters [10,151]. In this paper we present
the some results from the evaluation, the reader is en-
couraged to refer to our original publications wherein
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Table 1
Cut detection performance: recall at precision =95%

Color space Histogram di0erencing method

B2B1D B2B2D B2B3D CHI1D CHI2D CHI3D INT1D INT2D INT3D AVG
(%) (%) (%) (%) (%) (%) (%) (%) (%) (%)

RGB 60 68 45 45 60 65 10
HSV 65 63 68 63 53 54 61 61 63 15
YIQ 68 37 62 62 23 49 64 50 60 14
LAB 70 51 65 59 42 50 64 57 63 15
LUV 68 37 64 59 29 47 67 49 67 14
MTM 69 65 68 59 54 55 67 63 70 13
XYZ 60 65 64 47 57 35 68 68 57 8
OPP 65 34 57 60 34 45 64 50 67 14
YYY 55 46 45 6

Table 2
Cut detection performance of MPEG algorithms

Algorithm Detects MDs FAs Recall Precision
(%) (%)

MPEG-A 932 27 14820 97 6
MPEG-B 473 486 3059 49 13
MPEG-C 286 673 795 30 26
MPEG-D 754 205 105 79 88
MPEG-E 862 97 4904 90 15
MPEG-F 792 167 663 83 54

detail on the methods and the evaluation has been pro-
vided. Other comparisons can be found in Refs. [8,9].
Four histogram comparison measures, Bin-to-bin dif-
ference (B2B), "2 test (CHI), histogram intersection
(INT), and di0erence of average colors (AVG), were
evaluated on eight color spaces, viz., RGB, HSV, YIQ,
XYZ, L∗a∗b∗, L∗u∗v∗, Munsell and Opponent color
spaces. Each of the histogram comparison measures
were tested in 1, 2 and 3 dimensions. Six methods that
use MPEG compression parameters were also evaluated
[105,110,152–154,109] These have been labelled as
MPEG-A through MPEG-F, respectively. Finally three
algorithms that use block matching on uncompressed
video data were evaluated [121,124,155], labeled as
Algorithm Block-A through Algorithm Block-C.

As shown in Table 1 among the di0erencing methods,
histogram intersection is the best. The CHI method did
signi6cantly poorly and is thus not suitable for coarse his-
togram di0erencing for shot-change detection. Amongst
the bin-to-bin histogram comparison methods using 3
1D is less computationally intensive and hence more
attractive. Amongst the MPEG algorithms (see Table 2),
MPEG-D is clearly the best method for cut detection with
both high precision and recall. Several other comparisons
can be found in our work [10].

6. Summary and conclusions

This paper has listed the state-of-the-art in meth-
ods developed for providing content-based access to
visual information. The visual information may be in
the form of images or video stored in archives. These
methods rely on pattern recognition methods for feature
extraction, clustering, and matching the features. Pattern
recognition thus plays a signi6cant role in content
based recognition and has applications in more than one
sub-system in the database. Yet, very little work has been
done on addressing the issue of human perception of vi-
sual data content. The approaches taken by the computer
vision, image analysis and pattern recognition commu-
nity have been bottom up. It is not only necessary to
develop better pattern recognition methods to capture the
visually important features from the image, but also to
develop them such that they are simple, eLcient and eas-
ily mapped to human queries. As presented above, e0orts
are being made to extend queries beyond use of sim-
ple color, shape, texture, and=or motion based features.
Speci6cation of queries using spatial and temporal fuzzy
relationships between objects and sub-image blocks is
being explored. Another aspect in content-based retrieval
is the development of useful and eLcient indexing struc-
tures. Commonly, the image databases cluster the fea-
tures to enhance the similarity search. Similarity searches
often are generalized k-nearest neighbor searches where
performance and accuracy can be easily traded. Many
approaches rely on clustering of indices which are then
stored in a commercial database management systems.
Other approaches used modi6ed forms of other tree struc-
tures. Robust structures allowing the use of features and
fuzzy queries need to be developed and a quantitative and
qualitative performance analysis published. The Pattern
Recognition community with its rich tradition of making
fundamental contributions to diverse applications thus
has a great opportunity to make break-through advances
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in content based image and video information retrieval
systems.
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