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Abstract. This paper summarizes the participation of the National Li-
brary of Medicine (NLM) in the imageCLEF 2015 biomedical multipanel
figure separation task. In this task, our method uses two different tech-
niques that are employed on the basis of characteristics of the figures:
1) stitched multipanel figure separation; and 2) multipanel figure sepa-
ration with homogeneous gaps. Fusion of the two techniques achieved an
accuracy of 84.64%.
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1 Motivation

Medical image retrieval has been considered as an important research domain
over the past 20 years [1, 2, 6, 15, 17, 21, 22]. Figures in the biomedical publi-
cations are often composed of multiple panels. Multipanel figures are used as
an aid for grouping related visual artefacts for human consumption. However,
they may comprise of images from different modalities (such as x-ray, MRI, CT,
microscopy, graphics). In [4, 13], authors report an increasing use of visual ma-
terial in biomedical publications. The average number of figures per article in
the reputed biomedical journals ranges from 6 to 31 [7, 23]. More importantly,
according to [11,12,16], multipanel figures represent about 50% of the figures in
the biomedical open access image data sets such as those used in the imageCLEF
(URL: http://www.imageclef.org) benchmark. Mixed modality in multipanel fig-
ures pose a challenge for image retrieval [1, 2, 15, 17] and modality classification
systems [8,19,21]. We also note that these figures are not commonly available in
biomedical publication datasets as standalone entities that could be readily used
by automated systems since rarely do publishers require authors to submit figures
(and captions) in separate files for easy access. In other words, most of the fig-
ures packaged as a single image file in the article thereby adversely affecting their
accessibility by automatic multimodal indexing systems such as the National Li-
brary of Medicine’s OPENi system (URL: http://openi.nlm.nih.gov) [14]. In this



context, multipanel figure separation is considered as a crucial step for high qual-
ity content-based image retrieval (CBIR) [3,5,6,14]. Therefore, we call this step
‘a precursor’ to biomedical CBIR.

The remainder of the article is organized as follows. Our method is explained
in Section 2, where we provide details on two different panel-splitting techniques
and their fusion. In Section 3, we present testing results and analysis. Finally,
we summarize the paper in Section 4.

2 Methods

2.1 Outline

Uniform-space-separated multipanel figures comprise a significant subset of the
imageCLEF benchmark data. These include regular (images) and graphical (il-
lustrations, charts, plots) type figures. Pixel intensity profile-based and homogeneity-
based (for crossing bands) methods are commonly used (and often sufficient) to
separate the panels [3,5,5,18]. Other methods uses optical character recognition
(OCR) for stitched or fully connected multipanel figures [3, 14]. But, their solu-
tion is sensitive to common errors generated by the OCR and are rigid about
the alignment of subfigure panel labels relative to each other. To the best of
our knowledge, no methods have been reported that separate stitched multi-
panel figures purely from an image analysis standpoint. A primary challenge for
image analysis-based techniques is that no clear boundaries and homogeneous
gaps exist between fully connected panels. In this imageCLEF 2015 participa-
tion [10, 22], we combine two different techniques, operating separately to sep-
arate both stitched multipanel figures and the multipanel figures with homoge-
neous gaps. As a preliminary step, we overlook automating figure type selection
(fully-connected and with homogeneous gaps), and focus on developing auto-
matic techniques for separating the panels. Automatically detecting the figure
types is left for future work. We manually separated the two types of multi-panel
figures in the data set (see Fig. 1). Fig. 2 shows an example of stitched multipanel
figure and two examples having homogeneous gaps between the panels.
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Fig. 1. Stitched (or fully connected) multipanel figures are manually separated from
those with regular or homogeneous gaps between the panels.
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Fig. 2. Both samples: (a) stitched multipanel figure, and (b) and (c) multipanel figures
with homogeneous gaps (or crossing bands), are shown.

2.2 Stitched multipanel figure separation

For stitched (i.e., fully connected) multipanel figures, we apply our previously
reported technique [20]. The steps for stitched multi-panel figure separation can
be summarized in the following two steps:

1) Line segment detection, and,
2) Line vectorization.

Details on this technique can be found in [20]. For completeness, we summarize
the major steps below.

Line segment detection. The line segment detector (LSD) is designed to
detect local straight contours (i.e., line segments), from the zones where the grey
level changes from dark to light or vice-versa [9]. It uses edge pixel gradients to
detect level lines for separating stitched panels. Fig. 3 shows an output of line
segment detection.

Line vectorization. This step connects all prominent broken lines along the
panel boundaries while eliminating unwanted line segments within the panels.
Like other state-of-the-art techniques, it uses profile-based concept to connect
lines from end to end (horizontal and vertical). Projection profiles from a 2D im-
age f(x, y) of size m×n can be computed as pθ=π/2 =

∑
1≤x≤m f(x, y) and pθ=0 =∑

1≤y≤n f(x, y). To eliminate dominant line segments that are typically resulted
from the objects within the panels, we compute their corresponding profile trans-
form (i.e., p2θ), which is then normalized by using their mean and standard
deviation. As a consequence, the magnitude of the line segments along panel
boundaries are more pronounced. To make it efficient, line segments are first
filtered in two orthogonal directions: 0 and π

2 , as shown in Fig.3.
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Fig. 3. An example showing (a) line segment detection, (b) Filtered line segments and
(c) output: panels using rectangular boxes (in red).

2.3 Multipanel figure separation with homogeneous gaps

Since majority of the multipanel figures in the ImageCLEF 2015 dataset are
separated by homogeneous horizontal or vertical crossing bands of uniform color,
we apply our previously reported method [3]. It contains five distinct modules:

1) Text label extraction,
2) Panel subcaption extraction,
3) Panel segmentation,
4) Panel label extraction, and,
5) Combination of all outputs from the previous modules.

Note that in this participation, considering the dataset, the first two modules
are not included since no figure caption text is provided.

Panel segmentation. The aim of this module is to identify homogeneous gaps
(or crossing bands) for separating panels along them. Specifically, it is composed
of five major steps: 1) image overlay/markup removal; 2) homogenous crossing
band extraction; 3) border band (homogenous band that is located on the bound-
ary of the panel) identification; 4) low gradient band (a band that does not have
a sharp boundary line) removal; and 5) image division based on crossing bands.
For images where the homogeneous gaps do not cross end-to-end, two iterations
are required. For example, in Fig. 2 (b), the first iteration (that goes vertically)
results three panels, which are still multipanel figures.

Panel label extraction. This module is designed to detect panel labels from
each individual panel. It comprises of three steps: 1) panel label segmentation
connected components (CCs); 2) CC recognition using OCR; and 3) refinement
of OCR results to get panel labels. The module results several candidate sets of
panel labels. In the combination module, the panel label candidate sets (obtained



Table 1. Performance comparison (multipanel separation rate in %). Runs are ranked
based on the decreasing order of performance score.

Group name Run type Score

NLM run2 Visual 84.64
NLM run1 Visual 79.85
AAUITEC run3 Visual 49.40
AAUITEC run2 Visual 35.48
AAUITEC run1 Visual 30.22

via panel label extraction) are matched with the panels (obtained via panel
segmentation). The results of panel segmentation can help selecting the best
label set while the results of panel label extraction can help splitting a panel
further if multiple labels are found within it. For more detailed description, we
refer readers to our previous work [3].

3 Experiments

3.1 Dataset and evaluation protocol

The imageCLEF 2015 panel segmentation dataset comprises two parts: training
and test, composed of 3403 and 3381 images, respectively. It is important to note
that our method does not use the training set. It separates every single image
independently from test set without training. From the test set, we manually
selected 145 images in the category of stitched multipanel figures. For more
details about datasets and evaluation protocol, we refer to [10].

3.2 Results: comparative study

Following the method described in Section 2, we have submitted two different
runs (designated as run1 and run2). In both runs, stitched multipanel figure
separation (see Section 2.2) is combined. As described in Section 2.3, in run1,
panel separation is used while in run2, panel label extraction is integrated with
panel separation.

Table 1 shows an overall performance evaluation of our system and a compar-
ison with other participants. Our results are reported as 79.85% and 84.64%, for
run1 and run2. Since the performance of the stitched multipanel figure separa-
tion remains the same in both runs, the performance difference of approximately
5% in run2 is attributed to panel label extraction. Panel label extraction does
not only help improving the panel separation, but can be used to link the panel
with its relevant caption fragment. Out of the two runs, we have received a best
multipanel separation rate of 84.64%.



4 Summary

We have participated in imageCLEF 2015 biomedical multipanel figure separa-
tion task. We have submitted our test results by combining two different tech-
niques. Our first technique separated panels from stitched multipanel figures,
which is motivated by the fact that no state-of-the-art techniques reported any
solutions. Our second technique focused on other remaining multipanel figures
that are having homogeneous gaps between the panels. Based on the evaluation
protocol designed by the organizer [10], our test outperforms the other partici-
pants by more than 35%.

Both techniques perform automatically but, their fusion is not since we have
manually separated the dataset for them. As next steps, we plan to automat-
ically categorize multipanel figures based on their characteristics into stitched
multipanel and multipanel figures having homogeneous gaps.
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